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acquire many insights in interesting topics 
such as interparticle interactions and col-
loidal self-assembly.[1–3] Liquid-cell (scan-
ning) transmission electron microscopy[4,5] 
(LC(S)TEM) has recently emerged as a 
powerful tool to observe dynamic pro-
cesses of nanoparticles (NPs) in liquid with 
nanometer spatial resolution.[6–29] How-
ever, the electron beam significantly influ-
enced the observed phenomena in many 
cases. So far, strongly slowed down diffu-
sion of NPs was observed in LC(S)TEM  
studies.[6–29] Possible explanations for this 
phenomenon, apart from trivial difficulties 
such as the imaging system not being fast 
enough to image free Brownian motion, 
include hydrodynamic slowing down near 
the window’s surface,[10,16] a highly viscous 
ordered liquid layer near the windows,[10,15] 
and strong (sometimes beam-induced) 
interactions with the liquid-cell win-
dows.[6,10,15,16,18] Observing 3D Brownian 
motion in the electron microscope that 
is not significantly altered by the electron 

beam and/or the presence of the windows would open the way for 
many experiments, including studies on colloidal self-assembly of 
NP dispersions.[30] The objective of this work is to find conditions 
and identify key experimental parameters for which 3D Brownian 
motion is observable in LC(S)TEM.

In this study, we combine a low dose scanning transmis-
sion electron microscopy (STEM) technique with viscous liquid 
media having a high dielectric constant to observe bulk diffu-
sion of gold NPs and titania particles in LC(S)TEM. The sig-
nificantly faster diffusion of particles in comparison to many 
previous liquid-cell electron microscopy studies that we report 
on in this work underlines the importance of choosing a suit-
able electron microscopy imaging technique, electron dose rate 
and solvent in order to study dynamic processes in LC(S)TEM 
without artefacts.

2. Results and Discussion

For this work, we studied two different systems. One with 
bigger particles in a less viscous solvent and one with smaller 
particles in a more viscous solvent. The bigger particles serve as 
a first check whether free diffusion is at all possible within the 

In theory, liquid-cell (scanning) transmission electron microscopy (LC(S)
TEM) is the ideal method to measure 3D diffusion of nanoparticles (NPs) on 
a single particle level, beyond the capabilities of optical methods. However, 
particle diffusion experiments have been especially hard to explain in LC(S)
TEM as the observed motion thus far has been slower than theoretical predic-
tions by 3–8 orders of magnitude due to electron beam effects. Here, direct 
experimental evidence of undamped diffusion for two systems is shown; 
charge-neutral 77 nm gold nanoparticles in glycerol and negatively charged 
350 nm titania particles in glycerol carbonate. The high viscosities of the used 
media and a low electron dose rate allow observation of Brownian motion 
that is not significantly altered by the electron beam. The resulting diffusion 
coefficient agrees excellently with a theoretical value assuming free diffusion. 
It is confirmed that the particles are also moving in the direction parallel to 
the electron beam by simulating STEM images using Monte Carlo simula-
tions. Simulations and experiments show blurring of the particles when these 
move out of focus. These results make clear that direct observation of 3D 
diffusion of NPs is possible, which is of critical importance for the study of 
interparticle interactions or in situ colloidal self-assembly using LC(S)TEM.

1. Introduction

Direct visualization of dynamic processes of sub-micron parti-
cles in liquids via microscopy techniques has helped researchers 
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electron microscope. The smaller particles allow us to explore 
the feasibility for 3D diffusion experiments for NPs smaller 
than 100 nm as these are small enough to change their position 
away from focus conditions.

First, glycerol carbonate (GC) was used as a solvent wherein 
spherical 350  nm sized TiO2 particles were dispersed. These 
particles were synthesized via the method by Mine et al.[31] and 
have a polydispersity of 10%. GC is a solvent with a high vis-
cosity (η = 0.147 Pa s) and high dielectric constant (εr = 111.5).[32] 
The high dielectric constant is believed to decrease the induced 
electric fields due to STEM irradiation.[33] Moreover, because 
of the strong resemblance of properties of GC to water, it is 
proposed as a low vapor pressure green alternative in cases 
where for instance a low vapor pressure/high boiling point is 
important.[34,35] In combination with a low electron dose rate 
(0.6–2.4 e− nm−2 s−1 in this study), the influence of the electron 
beam can be minimized. This dose rate is at least one order 
of magnitude lower than previous LC(S)TEM NP diffusion 
studies. It has been shown theoretically[36] that the spatial reso-
lution scales with the electron dose d as res ∝ d−1/4. This indi-
cates that even a reduction of the electron dose rate by 3 orders 
of magnitude only decreases the spatial resolution by a factor of 5,  
which indicates that extremely low dose rates are useful for 
many experiments. Moreover, in case the particle density is not 
too high, the actual accuracy of the spatial coordinates of the 
particles can be significantly higher than the resolution.[37]

The dispersion was enclosed between two silicon micro-
chips with 50-nm-thick electron-transparent amorphous silicon 
nitride (SiNx) windows (Figure 1a). The chips are loaded on a 
dedicated TEM holder and inserted in the electron microscope. 

Multiple annular dark-field (ADF) STEM videos of the observed 
particle diffusion can be found in Supporting Information. 
Figure  1 shows several frames of raw ADF-STEM footage 
showing individual particle diffusion, along with their com-
plete trajectory (details in Supporting Information). The tra-
jectories of 14 particles (observations longer than 100  s) were 
obtained and the mean squared displacement (MSD) is shown 
in Figure 2a.

The ensemble averaged MSD was determined by making 
use of lag times[38–40]:
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Here ( )
��
r ni  is the position of particle i in frame n, N the total 

amount of frames, τ the duration of 1 frame and Np the total 
amount of particles. The lag time Δ replaces the function of 
time in the more straightforward MSD analysis. The value for 
D was then determined by a weighted least-square fit to the 
obtained ensemble averaged MSD (Figure 2b) with a function 
f = D/4 × Δ. The fit to the ensemble averaged MSD yielded a dif-
fusion coefficient (12.8 0.2) 10 m s3 2 1D = ± × µ− − . Next, we calcu-
lated the diffusion coefficient of 350 nm titania particles in pure 
GC at 25  °C via the Stokes–Einstein relation, thus assuming 
free 3D diffusion:
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Figure 1. Motion of 350 nm titania particles within the liquid-cell. a) Schematic of the liquid-cell configuration in the microscope. A focused STEM 
beam probes the sample, which consists of titania particles dispersed in glycerol carbonate in between SiNx windows. b) Full trajectories of the particles 
shown in the panels in c and in Movie S1, Supporting Information, during 100 s. c) Stills of an ADF-STEM recording showing particle movement in 
time. The frame time was 0.5 s and frames were acquired continuously (no delay between frames). The frame dimensions are 512 × 512 pixels with a 
pixel size of 17.5 nm. The electron dose rate was 2 e− nm−2 s−1.
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where kB is the Boltzmann constant, T the absolute tempera-
ture, η the dynamic viscosity and a is the radius of the particles. 
The calculated diffusion coefficient of 11.5 10 m s3 2 1D = × µ− −  
agrees relatively well with the experimentally obtained diffusion 
coefficient. The deviation from the experimental value obtained 
from the ensemble averaged MSD can be explained due to a 
slight deviation in temperature or liquid composition leading to 
a significant change in viscosity.

It is likely that the entrapment of the liquid between windows 
has an influence on the motion of the particles. We analyzed 
the slope of the MSD in a logarithmic plot (Figure  2b). The 
obtained MSD was fitted to a function f = CΔγ, with C a fitting 
constant. If the value of γ is 1, the motion is truly Brownian, if 
it is less than 1 it indicates subdiffusive behavior, while it shows 
superdiffusive behavior for γ > 1.

The slope of the MSD is 0.94 ± 0.02 indicating slightly sub-
diffusive behavior. The small deviation could be explained by 
the influence of the windows. We calculated the liquid thick-
ness with the method reported by Verch et al.[15] and found that 
the liquid thickness is 2.3 ± 0.7  mµ . It is likely that, within the 
time frame of our observations, particles notice the presence 
of the static hindrance of the windows, leading to slightly sub-
diffusive behavior. The much more pronounced subdiffusive 
behavior often found in LC(S)TEM experiments was not found 
in this study.[41] Additional evidence for Brownian diffusion is 
shown in Figure  2, where the displacements of particles per 
frame is normally distributed.

As the liquid layer is less than 10 times the particle diameter 
in thickness, some hydrodynamic slowing down of the parti-
cles is expected. For a particle size of 350 nm in liquid between  
two parallel plates 2.3  mµ  apart, particles are expected to slow 
down by approximately 15% when moving parallel to the two 
plates.[42] However, due to insufficient knowledge on the exact 
temperature and liquid composition, it could not be accurately 
tested. It could however, lead to differences in MSDs of indi-
vidual particles. We stress that hydrodynamic slowing down 
should always be considered in future dynamic liquid-cell 
experiments, especially for much lower liquid thicknesses.

To investigate whether the particle also move in the direction 
parallel to the STEM probe, we simulated ADF-STEM images 
using the experimental conditions for a 350 nm titania particle 
at various heights in the liquid-cell, using the CASINO soft-
ware.[43–45] Figure 3 shows the simulated ADF-STEM images for 

a titania particle at the top, middle and bottom of the liquid-
cell. No obvious difference is observed, because at 350 nm size 
the particle is too large to move out of focus or be significantly 
influenced by beam broadening effects. This agrees with exper-
iments where we do not see any change in focus conditions for 
the freely diffusing particles between frames. Since no hopping 
motion is observed and the experimental diffusion coefficient 
is close to that expected for free diffusion, it is likely that the 
particle is also diffusing in the third dimension. Below we will 
demonstrate that this is the case for smaller NPs.

Many LC(S)TEM studies also show a significant influence 
of the electron beam on the acquired data. Effects like radi-
olysis,[46] bubble formation,[46] momentum transfer,[19] and 
increased temperature[19] have all been analyzed (details in Sup-
porting Information). However, the charged titania particles we 
believe the reduction of charging and electric field effects is the 
main reason that free diffusion is observed. Woehl et  al. have 
previously explained the repulsion of titania particles from the 
window by discussing electric fields.[17] However, their electron 
dose rate was 2–3 orders of magnitude higher than the dose 
rates used in this study. In the modeling of beam-induced 
electric fields by Jiang, positive charges concentrate within the 
probed region of a focused STEM probe, leading to electric 
fields that are cylindrically symmetric around the probed region 
with their strength decaying away from the probe,[47] via[48]
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Here ρ is the induced charge density, which depends on the 
used electron dose rate and the width of the STEM probe, ϵr the 
relative dielectric constant of the medium and R the distance 
from the STEM probe. The electric field arises due to emission 
of secondary and Auger electrons, which are not immediately 
neutralized, leaving behind a positively charged region.[47] In 
liquid, like in our experiment, the electric field will be screened 
by ions present in the solution. Since the titania particles 
are negatively charged and the entire field of view is quickly 
scanned by the probe, an effect of the electric field would be 
seen by the titania particles not being able to leave the field of 
view. However, during our observations 51 titania particles leave 
and 44 titania particles enter the field of view (Supporting Infor-
mation), indicating a negligible effect of the induced electric 
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Figure 2. The MSD of 350 nm titania particles in the liquid-cell. a) Single particle trajectories for 14 particles that were tracked for at least 100 s. 
The frame time was 0.2 or 0.5 s and the frames were acquired continuously. The frames for various videos were with dimenions of 256 × 256 or 
512 × 512 pixels. The pixel size for various videos was between 17.5 and 49.5 nm. b) MSD averaged over all the single particle trajectories from (a). 
The slope of the averaged MSD is 0.94 ± 0.02, indicating slightly subdiffusive behavior. c) Displacement histograms of the steps taken by the particles 
between frames in the x- and y-directions.
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fields or effects like thermophoresis with the used electron dose 
rates and solvent. We hypothesize that the low electron dose 
rate results in a lower induced charge density ρ, which in addi-
tion is screened by charged species and their conductivity in the 
strongly polar solvent. Using GC as a liquid is therefore impor-
tant because of its high ϵr. A high dielectric constant liquid 
screens the charges that are induced by the beam on the win-
dows. The addition of salt would help the screening of charges 
even more.

LC(S)TEM is primarily useful to observe NPs in a liquid 
environment in real time beyond the capability of optical 
methods. Ideally, we would have imaged NPs in glycerol car-
bonate as in that medium less bubble formation occurs than 
in glycerol. However, as the diffusion coefficient of a particle 
scales with the inverse of their radius, NPs would move too 
fast in glycerol carbonate. We thus decided to use glycerol 
as a liquid medium for charge-neutral 77 nm gold NPs with 
polyethylene glycol (PEG) ligands, synthesized via a slightly 
modified procedure based on the protocol of Hanske et al.[49] 
(Supporting Information). Glycerol has a viscosity of η  = 
0.9  Pa s at 25  °C, which is an order of magnitude higher 
than that of glycerol carbonate, and has a dielectric constant 
of 42.5. We dispersed the gold NPs coated with PEG in a 
mixture of 98 vol% of glycerol and 2 vol% of water. Figure 4 
shows various frames of Movie S4, Supporting Information, 
in which gold particles are diffusing within the liquid-cell. 
In any given frame, distinct particles are clearly blurred to 
various extents, indicating they are at different heights within 
the liquid-cell.

In order to determine whether the motion is anomalous due 
to electron beam effects,[41] we first analyze the tracks obtained 
from Movie S4, Supporting Information (Figure 5a). Figure 5b 
shows the histogram of displacements between two consecutive 
frames over all frames of Movie S4, Supporting Information. 
We observe that on average the displacements in x are slightly 
higher than the displacements in y, which may be related to 
the scanning direction. The MSDs for the individual particles 
are shown in Figure 5c, whereas an ensemble averaged MSD is 
shown in Figure 5d. The slope of the ensemble averaged MSD 
in a log–log plot is 0.98 ± 0.01 indicating Brownian diffusion. 
The diffusion coefficient obtained from the ensemble averaged 
MSD is (8.8 0.1) 10 m s3 2 1D = ± × µ− − . This is in reasonable agree-
ment with the diffusion coefficient calculated via Equation  (2) 
for 77  nm Au NPs with PEG ligands (hydrodynamic radius 
a  = 42  nm) in 98/2  vol% glycerol/water at 25  °C (viscosity  
η = 0.65 Pa s), which is 8.0 10 m s3 2 1D = × µ− − . A slight change in 
either temperature or water content could explain the discrep-
ancy between the experimental and theoretical result, which is 
not unreasonable since both are hard to control precisely.

Next, we focus our attention to the motion of the particles 
in the z-direction. Figure 6 shows the same particle at different 
times in Movie S4, Supporting Information. In a time span of 
100 s it moves from being in focus near the top of the liquid-
cell to blurry near the bottom of the cell and then moves back 
to the top.

To show that a different z position within the liquid-cell 
can indeed lead to a blurring of the particle as shown in 
Figure  6 (and Figure  S8, Supporting Information), we used 

Part. Part. Syst. Charact. 2020, 37, 2000003

Figure 3. Simulated ADF-STEM images of a 350 nm titania particle using the software CASINO. The particle was positioned at different heights in the 
liquid-cell; a) on the top window, b) in the middle of the cell, and c) on the bottom window. The liquid thickness used was 2.3  mµ . The input parameters 
for the Monte Carlo simulations were the same as used in the experiment for Movie S1, Supporting Information. The pixel size was 17.5 nm, the pixel 
dwell time was 1.9  sµ  and the electron dose rate was 2 e− nm−2 s−1. The focal point was on the top window and the semi-convergence angle α of the 
electron probe was 10 mrad. The scalebar is 200 nm.
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the Monte Carlo software CASINO[43–45] to simulate ADF-
STEM images of the gold NPs as well. Figure  7 shows the 
simulated ADF-STEM images of a 77 nm gold NP at various 
heights z within the liquid-cell. The simulations confirm 
that the image of the gold NP becomes blurry as it moves 
closer to the bottom of the cell. This could be due to the par-
ticle moving out of focus and broadening of the STEM probe 
as it travels through more liquid before encountering the 
gold NP.

This raises the question whether it is possible to get a z coor-
dinate for the particle simply by looking at the broadening of the 
imaged particle. Ideally, we would perform 3D ADF imaging by 
through-focal series analogous to Van Benthem and co-workers;[50] 
however, the NPs move too fast to use this procedure effectively. 
However, the blurring of the particles at various z heights within 
the cell may give us an indication of their positions. Blurring 
of the particles when moving in three dimensions happens via 
two ways.

First, if the particle is out of focus, it experiences a broader 
part of the probe instead of the most focussed part. The depth 
of focus δz depends on the semi-convergence angle α of the 
electron probe and can therefore be tuned depending on the 
range in z needed in the experiment. To estimate how big this 
effect would be for the 77 nm gold NPs we use[51]

d
zδ

α
=

 
(4)

which yields 7.7 mzδ = µ  for our experimental conditions  
(d  = 77  nm and α  = 10  mrad). Since the particle can move at 
most 2  mµ  in the vertical direction, we assume that this is not 
the main effect leading to the blurring of the particles.

Second, the liquid, in this case glycerol, broadens the probe 
due to electron-solvent scattering, making the probe broader in 
the bottom of the cell. This effect can be calculated using[52]
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E W
1.2 10blur

3 3/2 ρ= ×
 

(5)

where dblur is the broadening of the electron probe, T is the 
thickness of the sample, Z is the average atomic number, W the 
average atomic weight, ρ the mass density, and E the energy of 
the electrons in eV. The beam broadening dblur is plotted as a 
function of glycerol thickness in Figure 8a. For a thickness of 
2  mµ , we obtain dblur = 26 nm, which is sufficient to explain the 
blurring of our particles at different heights in the liquid-cell.

To combine both effects, beam broadening and defocus con-
ditions, we used CASINO to simulate the ADF-STEM images 
of a 77 nm gold NP at many different z heights in the liquid-
cell. We then fitted the NP in the simulated image in the same 
way as for the experimental videos, using Trackpy. The FWHM 
of the fitted simulated particle at different z heights in the 
liquid-cell is shown in Figure  8b. The values of the FWHM 
for the experimental particles found in Movie S4, Supporting 
Information, are shown in Figure 8c. The experimentally found 

Part. Part. Syst. Charact. 2020, 37, 2000003

Figure 4. Motion of 77 nm gold NPs within the liquid-cell. The frame time was 0.5 s and frames were acquired continuously (no time between frames). 
The frame was 512 × 512 pixels with a pixel size of 12.2 nm. The electron dose rate was 9 e− nm−2 s−1. Individual frames taken from Movie S4, Supporting 
Information. The scalebar is 1  mµ .
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FWHMs go beyond those found in the simulations, which may 
be due to the liquid thickness being slightly larger than calcu-
lated. However, just as we would expect from the simulations, 

the histogram has a longer tail toward higher values of the 
FWHM, indicating that the FWHM increases more rapidly 
toward the lower parts of the liquid-cell. We therefore believe 

Part. Part. Syst. Charact. 2020, 37, 2000003

Figure 6. A single gold NP in the experimental Movie S4, Supporting Information, at t = 106, 132, 166, 188, 193, and 206 s. Due to its mobility in z, it 
becomes more or less blurry depending on the position in the cell. The scalebar indicates 200 nm.
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Figure 5. Analysis of diffusion of 77 nm gold NPs in the liquid-cell. a) First 30 tracks obtained from Movie S4, Supporting Information. b) Histogram of 
displacements between consecutive frames in the x- and y-directions. c) MSDs of 10 individual tracks obtained from Movie S4, Supporting Information. 
d) Ensemble averaged MSD from all individual MSDs in Movie S4, Supporting Information. The slope of the ensemble averaged MSD is 0.98 ± 0.01.
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that the simulations give a reasonable representation of the 
blurring of particles at different heights in the liquid-cell and 
that the blurring of the probe, dblur, is sufficient to explain the 
blurring. Due to inherent noise at such low electron dose rates, 
however, we find that it is merely possible to provide a rough 
estimate of the particle position in z, rather than a precise coor-
dinate. Also, the simulations show that in the top 1000 nm of 
the liquid-cell, the FWHM of particles should be roughly the 
same, as the blurring of the beam remains under 15% of the 
particle diameter in that region. Evidently, when the beam 
broadening exceeds 15% of the particle diameter, changes in 
the FWHM of the particle are noticeable. We do think using the 
broadening of the beam to infer z coordinates may be possible 
for smaller particles for similar liquid thicknesses.

As we did with the titania particles, we will consider the 
influence of the electron beam on the mobility of the gold 
NPs. We varied the electron dose rate via the strength of the 
condenser lens (Movies S3–S5, Supporting Information). 
Table 1 shows no large difference in MSD analysis for different 
dose rates. However, we noticed that at an electron dose rate 
of 17 e− nm−2 s−1 particles started to be repelled from the field 
of view (Movie S5, Supporting Information). As the particles 
are almost charge-neutral, phenomena related to charge are 
unlikely to explain this. However, the electric fields originating 
from beam–sample interactions must always be considered.[47] 
We calculated the temperature rise within the sample due to 
the electron probe (Supporting Information) and found it to be 
less than 1 K. However, we remark that a temperature gradient 

Part. Part. Syst. Charact. 2020, 37, 2000003

Figure 7. Simulated ADF-STEM images of a 77 nm gold NP using the software CASINO. The particles were put in different heights in the liquid-cell, 
namely a) on the top window, b) in the middle of the cell, and c) on the bottom window. The liquid thickness used was 2 micron. The input parameters 
for the Monte Carlo simulations were the same as used in the experiment for Movie S4, Supporting Information. The pixel size was 12.2 nm, the pixel 
dwell time was 1.9  sµ  and the electron dose rate was 9 e− nm−2 s−1. The focal point was on the top window and the semi-convergence angle α of the 
electron probe was 10 mrad. The scalebar is 200 nm.
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Figure 8. a) Beam broadening dblur as calculated via Equation (5) as function of glycerol thickness. b) The FWHM of the 77 nm gold particle in simu-
lated ADF-STEM images (see Figure 7) at various z heights inside the liquid-cell. The FWHM starts to increase when the beam is blurred sufficiently 
by the amount of liquid it has to travel through before it hits the particle. c) Histogram of experimental FWHM of all the single particles found in all 
frames in Movie S4, Supporting Information.
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of less than 1 K could be sufficient to explain why the particles 
start to leave the field of view via thermophoresis. Thermopho-
resis is the phenomenon where particles are driven toward the 
colder or warmer region of the liquid depending on the details 
of the particle-solvent interface.[53] A temperature difference of 
1  K between the irradiated area and non-irradiated area could 
lead to a significant decrease in particle concentration in the 
irradiated region.[54–56] This thermophobic effect could lead the 
particles from the heated part of the irradiated region toward 
the colder region outside the field of view. However, the physical 
mechanisms are complex and not yet fully understood.[53]

At even higher electron dose rates, we observed that particles 
became stuck on the window. As the particles are charge-neu-
tral, beam-induced charging effects may not be an important 
factor. It is more likely that at higher electron dose rates the 
PEG ligands on the surface of the NP may be affected. How-
ever, a definitive explanation can not be given at this time.

3. Conclusion

We conclude that 3D Brownian motion of NPs can be observed 
in LCSTEM under the right conditions, whereas previously 
only strongly hindered motion due to particle-window interac-
tions was observed. Viscous solvents, GC and glycerol, helped 
slow down the particles, allowing them to be imaged within the 
time resolution of the available microscope system. These polar 
and viscous solvents, and especially a very low electron dose 
rate, helped mitigate electron beam effects normally leading 
to anomalous diffusion of particles in LC(S)TEM experiments. 
The obtained diffusion coefficients for both the negatively 
charged titania and the charge-neutral gold particles are close to 
those expected for free 3D single particle diffusion. No anoma-
lous behavior was found for low electron dose rates as effects 
that could influence the motion such as electric fields and ther-
mophoresis were suppressed. We thus conclude that observing 
Brownian motion of particles is indeed possible in a liquid-cell 
and we have identified the electron dose rate and possibly the 
dielectric constant of the medium as important design para-
meters for the experiments.

For future work on 3D motion of particles in LC(S)TEM, we 
think both the dielectric constant and the viscosity of the sol-
vent should be carefully considered, along with a suppression 
of the electron dose rate and the imaging mode. STEM has a 
higher resolution in experiments with liquid thicknesses larger 
than approximately 100  nm,[36] provides a way of gauging the 

z positions of NPs as shown in this work, and likely causes 
less severe charging effects than TEM.[47] We therefore propose 
STEM as the preferred imaging mode.

We expect that, with the rapid improvements to EM detec-
tors and sparse sampling approaches,[57] 3D Brownian motion 
experiments of much smaller particles will be possible in the 
near future. This makes it possible to conduct studies on NP 
interactions for NPs moving freely in solution, but also to study 
the (directed) self-assembly of NPs in real space and in real 
time using LC(S)TEM.[58]

4. Experimental Section
Liquid-Cell STEM: In order to image the NPs in the electron 

microscope, a liquid flow TEM holder with corresponding microchips 
(Hummingbird Scientific, USA) was used. The microchips had 50  nm 
thick amorphous silicon nitride (SiNx) windows with a size of 50 × 200  mµ .  
The spacer on one of the chips was 500  nm, but insertion in the 
microscope made the windows bulge outward, resulting in a thicker 
liquid layer. The two Si chips were glow-discharged for 2 min prior to 
the experiment in order to make their surfaces more hydrophilic. The 
microchip with spacer was then placed in a dedicated holder. A 1  Lµ
L droplet of the dispersion was dropcasted onto the microchip. The 
second microchip was put onto the spacer chip with the hydrophilic 
side facing the opposite chip. The excess liquid was removed with filter 
paper. The liquid flow capability of the holder was not used. The used 
dispersions were titania particles dispersed in GC (4-(Hydroxymethyl)-
1,3-dioxolan-2-one, Sigma-Aldrich 455067) and gold NPs dispersed in 
glycerol (Sigma-Aldrich CAS 56-81-5).

The liquid STEM experiments were carried out using a transmission 
electron microscope (Tecnai-F20, Thermo-Fischer Scientific), equipped 
with a field emission gun, and operating at 200  kV. The semi-
convergence angle of the electron probe was 10 mrad. The annular dark-
field (ADF) detector was used with a camera length of 120 mm. Image 
series were acquired with TEM imaging and analysis software (TIA). For 
the experiments with titania particles, the beam current measured via 
the fluorescent screen in vacuum was approximately 30 pA, while it was 
measured to be roughly 13 pA when the liquid-cell holder was inserted. 
A frame time of 0.2  s was used for most image series. The number 
of pixels was 256 × 256 or 512 × 512, which resulted in a pixel size of 
17.5–49.5  nm depending on the magnification and amount of pixels. 
For the experiments with gold NPs, the beam current in vacuum ranged 
from 4 to 217 pA, depending on the spotsize. A frame time of 0.5 or 1 s 
was used. The number of pixels was 512 × 512 pixels, which resulted in 
a pixel size of 12 nm. The electron dose rate was calculated by using the 
screen current in vacuum and the total frame size. It is worthwhile to 
mention that in STEM, the value for the electron dose rate is not the only 
relevant entity. It is likely that the pixel dwell time and total frame time 
are also important parameters.[59] The liquid thickness was calculated 
via[15,52]
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Particle Tracking: The positions of the titania particles in each frame 
were tracked using the ImageJ plugin MTrackJ.[37] The position for a 
particle was determined manually for each frame. The tracking error for 
the particles of 350 nm diameter, determined by tracking a particle that 
was stuck on the window, was 13 ± 4 nm. The positions of the gold NPs 
were determined using Trackpy, based on the feature-finding and linking 
algorithms of Crocker & Grier.[60] No drift was observed and no drift 
correction was applied for all videos.

Monte Carlo Simulations Using CASINO: To simulate ADF-STEM 
images the CASINO software was used.[43–45] The used physics model 
for the total and partial cross sections in the simulation software 

Table 1. Diffusion coefficient D and slope γ obtained from MSD analysis 
from videos of diffusing gold NPs at various dose rates.

Dose rate D γ

[e− nm−2 s−1] [10 m s3 2 1µ − ]

0.6 8.0 ± 0.3 0.99 ± 0.04

1.6 8.1 ± 0.1 0.92 ± 0.01

3 11.0 ± 0.1 1.01 ± 0.01

9 8.8 ± 0.1 0.98 ± 0.01

17 7.8 ± 0.1 1.02 ± 0.01
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was that of an empirical analytical fit to the Mott cross sections 
by Browning et  al.[61] The specific parameters of the sample and 
the electron probe were taken to be as close to the experimental 
parameters as possible.

For the 350 nm titania particle in GC, a layer of 2.3  mµ  of glycerol 
carbonate was put between two 50 nm thick Si3N4 windows. A 350 nm 
titania particle was positioned at various heights within the glycerol 
carbonate layer. The electron probe was set to have a semi-convergence 
angle of 10 mrad and a diameter of 1 nm. The beam distribution was 
Gaussian. The electron probe had an energy of 200  keV and had its 
focal point on the top window minus one particle radius. The pixel size 
was 17.5  nm and the number of simulated electrons per pixel N was 
375, as calculated from the beam current I and the pixel dwell time 
τ via

N
I

e
τ= ×

 
(7)

where e is the electron charge. The ADF detector with a quantum 
efficiency of 100% was set to have a minimum and maximum semi-angle 
of 33 and 450 mrad, respectively.

For the 77  nm gold NP in glycerol, a layer of 2  mµ  of glycerol 
was between two 50  nm thick Si3N4 windows. A 77  nm gold NP was 
positioned at various heights within the glycerol layer. The electron probe 
was set to have a semi-convergence angle of 10 mrad and a diameter of 
1 nm. The beam distribution was Gaussian. The electron probe had an 
energy of 200 keV and had its focal point on the top window minus one 
particle radius. The pixel size was 12.2 nm and the number of simulated 
electrons per pixel N was 663. The ADF detector with a quantum 
efficiency of 100% was set to have a minimum and maximum semi-angle 
of 33 and 450 mrad, respectively.
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