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Intelligent soft matter lies at the intersection of materials science, physics, and cognitive science,

promising to change how we design and interact with materials. This transformative field aims to

create materials with life-like capabilities, such as perception, learning, memory, and adaptive

behavior. Unlike traditional materials, which typically perform static or predefined functions,

intelligent soft matter can dynamically interact with its environment, integrating multiple sensory

inputs, retaining past experiences, and making decisions to optimize its responses. Inspired by

biological systems, these materials leverage the inherent properties of soft matter such as flexibility,

adaptability, and responsiveness to perform functions that mimic cognitive processes. By

synthesizing current research trends and projecting their evolution, we present a forward-looking
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perspective on how intelligent soft matter could be constructed, with the aim of inspiring

innovations in areas such as biomedical devices, adaptive robotics, and beyond. We highlight new

pathways for integrating sensing, memory and actuation with low-power internal operations, and we

discuss key challenges in realizing materials that exhibit truly ‘‘intelligent behavior’’. These

approaches outline a path toward more robust, versatile, and scalable materials that can potentially

act, compute, and ‘‘think’’ through their inherent intrinsic material properties—moving beyond

traditional smart technologies that rely on external control.

1. Introduction

The field of intelligent soft matter (ISM) aims to develop materials
with advanced capabilities, such as perception, memory, learning,
and adaptive responses—features traditionally attributed only to
living organisms. The transformative potential of ISM lies in its
ability to autonomously interact with and adapt to its environment
through self-learning and adaptive mechanisms that harness the
inherent stochasticity of large numbers of interacting units.1 ISM
holds the promise of enabling a wide range of applications,
ranging from sentient nanoscale robotics capable of navigating
complex biological environments2,3 to dynamically adaptive sys-
tems that optimize their performance in real-time,4,5 to materials
that not only sense but also actively modify their surroundings,
and to neuromorphic platforms for material-based cognition6 and
thermodynamic computing.7–9 As such it requires combining
aspects of materials science, physics, cognitive science, and
engineering.

While the initial development of ISM is rooted in the quest
to mimic the complexity and efficiency of biological systems
such as neural networks,10–13 its potential may go well beyond
mere biomimetics. The ultimate vision is to create soft matter
agents with fully synthetic intelligence, capable of functional-
ities that may not even have biological analogues. Similar to
macroscale soft robotics,1,14 intelligent soft matter should
go significantly beyond passive adaptability towards more
sophisticated levels of material intelligence, characterized by
emergent behaviour and evolving functionalities in response to
environmental cues.15 Emergent agency in such systems16

arises when the collective interactions of numerous nanoscale
components give rise to system-level behaviours that exhibit
goal-directed actions17 or decision-making capabilities that
are absent in the individual constituents. This sophisticated
adaptivity is fundamentally rooted in the stochastic reorganiza-
tion of micro- and nanoscale components,18,19 allowing for the
probabilistic emergence and evolution of functional capabil-
ities in response to environmental stimuli. For instance, self-
assembling peptide structures exhibit dynamic morphological
changes in response to localized chemical signals,20 demon-
strating a sophisticated level of responsiveness that can be
harnessed for molecular information processing.

Current research in intelligent matter showcases the
potential for cognitive-like behaviours, primarily demonstrated
through macroscopic systems, such as shape-changing robots
and self-healing materials.7,14 However, these macroscopic

approaches often rely on a separation of functional layers: sen-
sing, memory, and actuation,21 which poses severe limitations
when scaled down to the microscale.22 At smaller dimension, the
intricate orchestration and communication required between
numerous specialized components become increasingly ineffi-
cient due to the high number of interactions and the growing
influence of interfacial effects.23 Thus, the future of intelligent soft
matter lies in constructing systems from a vast number of similar,
interacting units where complex functionalities, such as sensing,
memory, and actuation, emerge intrinsically and are distributed
throughout the material. These systems should not require intri-
cate hierarchical control or the integration of distinct, specialized
components. Instead, their emergent behaviour will additionally
capitalize on intrinsic stochasticity and its manifestations, such as
thermodynamic fluctuations, phase transitions, and self-assembly
processes.

1.1. Specific examples

Realizing this vision requires the design of materials where
function is inherently integrated in a distributed way rather
than externally added on. For example,
� The behaviour of active liquid crystals exhibiting spontaneous

flows and pattern formation can be viewed through the lens of
stochasticity leading to emergent computation.24 Another work25

illustrates how cholesteric liquid crystal fingers can perform
geometric and logical computations. Utilizing voltage-controlled
reorientation in thin films of liquid crystals, the presented system
achieves computational tasks through the manipulation of topo-
logical defects. Specifically, the authors showcase the material’s
capacity for approximating Voronoi diagrams and implementing
one-bit half-adder logic through engineered defect collisions. More
broadly, the large-scale self-organization of topological defect net-
works in nematic liquid crystals can be manipulated to create
stable, periodic patterns26 showing potential for distributed sen-
sing and information processing.
� Networks of responsive nanoparticles exhibit remarkable

capabilities to sense changes in their surroundings and antici-
pate future states based on past experiences, enabling proactive
responses. Thus, a nanoparticle-based computing architecture
that utilizes nanoparticles as hardware and DNA strands as
software can be used to create programmable logic circuits.27

This architecture allows for the formation of nanoparticle
neural networks capable of performing complex computations,
including Boolean logic operations. Analogously, a nanograin
network memory device28 that utilizes reconfigurable
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percolation paths can exhibit synaptic behaviours, such as
potentiation and habituation.
� Self-assembling polymers can adapt locally for distributed

responses and memory,29 allowing a single detection event to
trigger widespread material changes, such as switching from
hydrophobic to hydrophilic states. Similarly, nucleic acids struc-
tures offer a promising avenue for programming distributed
information processing.
� Dynamic colloidal assemblies, such as magnetic droplets

at the air–liquid interface,30 form highly ordered patterns that
can be precisely controlled using external magnetic fields.
Similarly, acoustic signalling can similarly enable collective
perception and control in active particles31 showing how local
actions can create overall control within a system. These
assemblies exemplify adaptive materials capable of computa-
tion and responsiveness to their environment.
� A nanopore interface for higher-bandwidth DNA

computing,32 can be used for real-time data processing and
enhances the throughput of DNA-based computational systems.

Such distributed systems, composed of vast numbers of
interacting units, promise ISM systems with unprecedented
levels of autonomy, decentralization, and adaptability, blurring
the traditional distinction between inorganic substrates and
living systems. Thermodynamic machines with predictive cap-
abilities draw inspiration from Maxwell’s demon – a conceptual
device that highlights how information can be utilized to see-
mingly circumvent thermodynamic limitations, rather than to
violate them directly. The rigorous framework of ‘‘information
thermodynamics’’ addresses Maxwell’s demon paradox by expli-
citly quantifying the thermodynamic costs of measurement and
information erasure,33 therefore preserving the second law of
thermodynamics while also providing fundamental limits for
device performance and operational energy expenditure.34–36

Boltzmann machines are an interesting theoretical concept37

that illustrate how entropic contributions in a magnetic system
with fine-tuned couplings between spins could be exploited to
generalize scattered input data – and generate new random and
plausible data examples with a similar distribution. Here, the right
balance between susceptibility for new input patterns and the
minimal memory required for their generalization have a traceable
route to the thermodynamics of phase transitions in magnetic
systems38,39. Boltzmann machines are different from feed forward
artificial neural networks through their bidirectionality - a feature
that allows for recurrence and the internal, iterative restructuring
of input information. Alone, experimental realizations of this
mathematical model currently seem unrealistic.

While the physical intelligence paradigm represents a
significant step towards harnessing material physics, many
current examples, including those reviewed under the physical
intelligence umbrella6 often focus on physically implementing
functions specified by human design. This includes realization
of logic gates,40,41 storage of predefined states,42 execution of
pre-programmed responses,43 or the use of external control
systems to orchestrate complex behaviours.44,45

This perspective seeks to build upon and refine the concept
of intelligence in materials by focusing specifically on emergent

material intelligence. We argue for a deeper integration in
which intelligent behaviors emerge fundamentally and auto-
nomously from the material’s intrinsic physics. This approach
leverages nonlinearity, stochasticity, self-organization, and
adaptive feedback operating far from equilibrium. Rather than
relying primarily on externally imposed designs or algorithms
within a physical substrate, intelligence should arise naturally
from these inherent properties. The emphasis shifts from
physical encoding of designed function towards physical gen-
eration of emergent function.

While this vision of nanoscale material intelligence is com-
pelling, its practical realization presents profound scientific
and engineering challenges: how can we rationally design
material architectures that effectively adapt to dynamically
changing environments? How can we reliably harness the
principles of stochasticity and the collective behaviour of vast
numbers of nanoscale replicas to achieve complex behaviour
with prediction? How do we imbue materials with the capacity
to learn from past interactions and make autonomous deci-
sions based on their accumulated experiences and real-time
perception? This perspective addresses these critical chal-
lenges, outlining a roadmap for the future of ISM.

2. Main capabilities of intelligent soft
matter

For soft matter system to exhibit material intelligence, it must
possess a minimal level of structural complexity (Fig. 1).

2.1. Perception and sensing

To respond adaptively, an ISM system must sense its environ-
ment, interpret stimuli, and prioritize actions accordingly.

Desirable functions and capabilities include:
(i) Global response integration: ISM should be capable of

processing multiple types of sensory inputs, such as pressure,
temperature, or chemical gradients, and synthesizing these
into a coherent response. For example, soft robots that utilize
continuous fluid flow for integrated control can process multiple
sensory inputs and respond effectively, achieving robust control
without complex discrete valving.46

(ii) Selective attention/filtering: this feature enables the
material to selectively respond to certain stimuli while filtering
out irrelevant signals or noise, focusing on significant environ-
mental changes. Neuromorphic principles realized in physical
networks, like criticality, are hypothesized to optimize sensitiv-
ity and dynamic range, effectively filtering information based
on relevance.47,48 Physical systems exhibiting thresholding, like
damage-indicating microcapsules,49,50 perform basic filtering
based on stimulus intensity.

(iii) Dynamic sensory-actuator coupling: ISM requires tight,
dynamic coupling between sensing and actuation via internal
feedback loops. This allows for continuous monitoring and
iterative adjustment, modulating responses based on ongoing
interactions. While many current systems separate sensing and
actuation,51 materials exhibiting self-regulation, like homeostatic
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chemical systems52 or chemo-mechanical oscillators,29 demon-
strate intrinsic coupling where the sensed internal state directly
drives actuating processes.

(iv) Predictive capabilities through self-regulation can
emerge when the material’s intrinsic physical dynamics and
internal feedback mechanisms embody anticipatory processes,
without resorting to external algorithmic prediction. Essential
functionalities include:

(a) Anticipatory state dynamics. The material’s internal state
evolution, governed by its physical laws and interaction history,
can implicitly predict likely future configurations or environmental
interactions. For instance, viscoelastic materials subjected to
repeated stress cycles can develop an internal structure (memory
encoded in polymer conformations or spring rest lengths) that
reflects the history of applied loads. Subsequent relaxation
dynamics are then guided by this acquired structure, causing the
system to more rapidly find previously visited low-energy states,
effectively anticipating stable configurations based on past
experience.53 Similarly, the internal memory state of the slime mold
Physarum polycephalum, encoded in its tubular network hierarchy
after encountering a nutrient source, guides its future migration
towards that location, embodying a prediction of resource avail-
ability based on past encounters.54 Active matter systems operating
near critical points may also exhibit anticipatory dynamics, where
long-range correlations allow the system to ‘‘sense’’ impending
global changes based on local fluctuations.48,55

(b) Physical goal embodiment and error correction. Self-
regulation often involves maintaining a system’s state around an
intrinsic physical setpoint (e.g., minimum free energy, target
morphology, homeostatic chemical concentration). Deviation from
this setpoint acts as an implicit prediction error, driving physical
dynamics that reduce the discrepancy. Self-healing materials
exemplify this: sensing damage (a deviation from the intact state)
triggers corrective processes (e.g., reactant release, chain diffusion)
aimed at restoring the original low-energy, structurally sound
state.29,56 Theoretical frameworks like active inference formalize
this, suggesting that biological systems minimize prediction errors
relative to an internal generative model representing preferred
(e.g., physiologically viable) states.57–59

(c) Learned predictive response through material adapta-
tion. Material systems possessing intrinsic plasticity can adapt
their internal structure or parameters based on experience,
effectively learning a predictive model of interactions.

Nanowire networks function as reservoirs whose dynamics
encode input history, allowing trained readouts to perform
prediction tasks; embedding the learning within the network
itself via intrinsic plasticity is a key goal.10,12 Biological sensory
adaptation, such as in bacterial chemotaxis where the methylation
state of receptors adapts based on ligand history, allows the
system to predict future concentrations relative to the adapted
baseline and respond primarily to changes.60,61 Chemical reaction
networks can also be designed or evolved to learn predictive
responses based on input patterns.62,63 This learned predictive
capacity arises directly from the adaptation of the material’s
physical or chemical state.

2.2. Memory and ability to learn

For soft matter to exhibit cognitive functions beyond reactive
behaviours, it must possess a physical memory and be capable
of memory and learning. This component allows the material
to retain information about past stimuli and adapt future
responses, accordingly, enhancing its adaptability over time.
Important criteria within this category include:

(i) Memory encoding and recall: intelligent soft matter can
encode and retrieve information based on past interactions,
such as deformation patterns or exposure to particular sub-
stances. Materials could employ phase-change elements or
deformation-based memory systems to store and recall specific
states. Hydrogels can retain and forget information based on
thermal stimulation, showcasing how soft materials can
encode and retrieve information based on past interactions.64

A thermomechanical local-probe technique has achieved ultra-
high storage density in thin polymer films, allowing data
storage, retrieval, and erasure.65 This concept is linked to
memory and entropy generation in non-equilibrated polymers,
where the stochasticity and fluctuations in polymer chain
conformations retain historical information that impacts their
current behaviour.66

(ii) Self-Regulation and environment adaptation: by recog-
nizing trends in environmental inputs, the material can build
predictive models that enable it to anticipate and prepare for
future stimuli, adjusting pre-emptively to maintain stability
and resilience.52

(iii) Self-repair and learning: self-repair mechanisms, a key
feature of adaptive materials, enable the material to mend itself
and develop resistance to recurring stressors, effectively ‘learning’
from repeated exposure.67 This capability is essential for long-
term functionality in changing or challenging environments.

(iv) Adaptive pattern recognition: through the ability to
identify recurring input patterns, intelligent soft matter can
dynamically adjust its behaviour or structure to align with pre-
dictable environmental cycles, enhancing its utility in applications
where environmental conditions fluctuate periodically.68

2.3. Actuation

ISM must interact with its environment in a meaningful and
self-directed way, making ‘‘actuation’’ an inherent property of
the material itself. This involves moving beyond the mere
replication of rigid robotic functions by passive compliant

Fig. 1 Four key capabilities essential for intelligent soft matter.
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components, toward generating ‘‘embodied actuation’’ with
self-sustained actions driven by the material’s intrinsic proper-
ties and dynamics. This approach enables adaptive and self-
regulating behaviours that fundamentally differ from existing
implementations.

2.3.1. Soft robotic actuation. Current soft robotic actuators,
while offering unprecedented flexibility and adaptability in shape
and movement, often require complex external control systems and
high power inputs.2,46 Future directions in ISM actuation should
minimize dependence on such external controllers by designing
materials with inherent actuation capabilities based on their
structure, exploiting self-organization instead of hard-coded actua-
tor arrangements for predefined mechanical operations.2,69 The
emphasis should not just be on designing better ‘‘actuators’’ that
perform motion under stimuli in preprogrammed patterns.
Instead, the focus should be on designs that possess inherent
self-actuation properties through the physical and chemical com-
ponents of a material structure. In such designs, actions should
emerge from the intrinsic properties of the system itself, rather
than relying on pre-designed modules. These modules often use
external electrical hardware to power motion via external control or
require separate components for every functional task, which limits
system integration. To address this limitation one could explore
architectures where the system relies on self-actuation through its
structure for targeted, dynamic responses based on self-regulation
using basic, well-established, and robust physical principles for
action output.31,70

2.3.2. Programmable morphological transformations.
Beyond simple actuation mechanisms that are mostly limited to
single mode mechanical deformations and responses for basic
motions and linear actuator displacements or volume expansion-
contraction and/or stiffness switch, truly intelligent soft
matter demands a greater repertoire of dynamic morphological
transformations.64 Future research directions must therefore seek
to engineer materials capable of more sophisticated and controlled
shape changes, with a wider range of accessible kinematic beha-
viours that are tuneable according to desired complex functional
actions by external interventions. This will likely be based on the
new and better use of reversible material transitions, such as liquid
crystals with electric or optical control or magnetically actuated
polymeric systems, where the material can deform into multiple
shapes in response to external stimuli, rather than prepro-
grammed, single-output responses for each input signal.2,24

The next level of material design, beyond current capabil-
ities, requires implementing fully programmable shape morph-
ing metastructures, especially using buckling transitions,
deploying hierarchical designed systems with complex topology
and geometries or nonlinear mechanical behaviours of soft
materials and structures. This transformative approach can
build on recent advances in material science and soft robotics
including new methods that couple self-organization with
programmable response patterns.7,40,71

2.4. Decision making and communication

The decision-making and communication capabilities of intel-
ligent soft matter enable complex, coordinated behaviours and

distributed processing across the material’s network. This
component allows for collaborative actions within and across
materials, fostering autonomous operation in sophisticated
settings. Key aspects of this component include:

(i) Distributed decision-making: this criterion involves
decentralizing control across the material, allowing individual
nodes or regions within the material to make local decisions
that collectively influence the overall behaviour.72,73 This dis-
tributed system ensures flexibility and resilience, akin to bio-
logical networks.74–76

(ii) Self-organizing communication pathways: adaptive com-
munication channels form spontaneously within the material’s
structure, enabling efficient signal transmission.54 These pathways
can evolve with usage, optimizing for quicker responses and
reducing internal communication delays, potentially mediated by
physical fields or network restructuring.12,31

(iii) Integration in networks: when multiple intelligent soft
matter units are present, they can interact indirectly via mechan-
ical, electrical, or chemical signalling.44,77 This interaction enables
coordinated group responses,31,78,79 allowing the material to per-
form tasks that require cooperation or shared objectives,80 simu-
lating social behaviours in biological systems.73

3. Concepts defining material
intelligence

Intelligent soft matter draws inspiration from and aims to
implement several foundational principles observed in
complex adaptive systems, enabling sophisticated functional-
ities (Fig. 2).

(i) Self-organization, manifests as the spontaneous emer-
gence of ordered structures and patterns from local interactions,
mirroring phenomena seen across scales from lipid bilayer
formation to the crystallization of colloids.81 This principle
allows ISM to create functional architectures without direct
external templating, offering robustness and adaptability.

(ii) Emergent agency refers to how macroscopic behaviours,
exhibiting goal-directedness or decision-making capacity, arise
from the collective interactions of numerous simpler compo-
nents. This is analogous to the coordinated movements of bird
flocks55 or the problem-solving capabilities of ant colonies,82

where individual units follow basic rules but the group accom-
plishes complex tasks. In ISM, this could manifest as a swarm
of nanoparticles autonomously navigating a gradient or a self-
healing material collectively repairing damage.

(iii) Active inference58 suggests a design principle for intel-
ligent systems, including materials, whereby they shall operate
so as to minimize surprise or prediction error. This is achieved
by continuously refining an internal model of their environ-
ment and acting upon the world to validate this model. At a
material level, this translates to dynamically adapting struc-
tural configurations or properties to better match and antici-
pate environmental changes. For example, a stimuli-responsive
polymer network that swells or contracts in response to tem-
perature can be viewed as actively inferring the environmental
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temperature and adjusting its state to minimize the deviation
from its ‘expected’ state.83 Thus, active inference provides a
powerful theoretical lens for understanding how agentic sys-
tems (with a boundary between internal states and external
sensory layer) can embody perception (sensing environmental
cues), information processing (updating the internal model),
and adaptive behaviour (modifying its state).

(iv) Self-referential evaluation posits a level of sophistication
where materials not only react to external stimuli but also
assess their own internal state and its relationship to the
environment. This introduces a crucial element of intrinsic
motivation and allows for actions that are not strictly stimulus-
response driven. Drawing parallels with concepts in cognitive
science like metacognition in biological systems or intrinsic
reward mechanisms in reinforcement learning.84 This suggests
an ability for the material to evaluate its own performance or
stability and make decisions based on this internal assessment.
For instance, imagine a material that not only heals damage56

but also learns from past damage events to proactively reinforce
vulnerable areas, demonstrating an action informed by its
’awareness’ of its own structural integrity and environmental
stressors. While still largely theoretical in materials science, the
implementation of self-referential evaluation would signify a
significant step towards truly autonomous and context-aware
intelligent soft matter, blurring the lines between engineered
and biological intelligence.

4. Challenges and opportunities

The path to realizing the full potential of ISM is fraught with
significant challenges, primarily revolving around material com-
plexity, scalability, integration, and the realization of higher-
order cognitive functions (Fig. 3). The most difficult challenges
are related to overcoming current limitations of using specific
designs with separated components for action (as in micro-bots),
sensors (as seen in membrane-based chemical detectors), and

memory (in the electrical or structural states of simple materi-
als). Future implementations need to generate new architectures
with true complexity to enable truly self-organizing systems with
adaptivity. Any architecture must go beyond specific functional
component units, such as single-modality-responsive sensors or
hard-wired actuators. The primary goal is to develop materials
that can exhibit higher-order capabilities. These include cogni-
tive abilities such as dynamic responses, memory with feedback
for learning, and adaptability at small spatial scales. Addition-
ally, such materials should possess self-sustainability, moving
far beyond pre-set responsivity. Such new directions call for
exploring new types of design where information can be trans-
duced and processed in an emergent manner, without relying on
rigid hierarchical control. This can be achieved by designing all
modular components to have a dynamic response based on
coupled local processes specific to each element. These compo-
nents should also interact in a more complex, highly integrated,
and self-evolving manner. Instead of following a static and fixed
response based on a predefined pathway, they should adapt and
evolve beyond what is currently demonstrated.

4.1. Complex behaviours and higher-order cognitive functions

While current implementations demonstrate some form of
functional behaviour, such as mechanically active robots,2 self-
sensing membranes,32 and memristor-based circuits,9,85,86 these
systems often exhibit behaviours which have predictable nature.
Thus, they lack the features necessary to implement more than
one set of functional operations via a rigid pre-set pathway and
cannot possess abilities that are inherent to complex cognitive
mechanisms. Present materials often rely on external electrical
signals to switch response patterns rather than to control them
by intrinsic properties of the material and its internal dynamic
states. Therefore, most currently used experimental setups in
ISM respond in pre-programmed manner to specific environ-
mental changes or stimulus-action-based feedback using an
implemented design that limits complex behaviours. Moreover,
existing experimental systems often lack the integration of
essential properties, such as self-evaluation and the selective
processing of information, which are fundamental, for example,
in living systems.

Fig. 2 Four main principles of intelligent soft matter.

Fig. 3 Challenges and opportunities in design of intelligent soft matter.
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This raises a question regarding the definition of ‘‘material
intelligence.’’ Existing prototype devices, often categorized as ‘‘intel-
ligent materials,’’ are more accurately described as ‘smart’ or
‘actively responsive’ entities. While demonstrating sophisticated
responses to specific stimuli and exhibiting complex functionality
(dynamic shape change, memory storage, signal processing, and
accurate actuation), these implementations are constrained by their
dependence on external control and preprogrammed mechanisms,
which prevent the demonstration of fully adaptable responses.2,9,31

These limitations arise from a lack of intrinsic feedback, non-linear
dynamics, and adaptive or self-regulatory properties. A critical
shortcoming is the absence of mechanisms for internal selection
or adaptation based on previously stored information. As a result,
these systems exhibit predetermined pathways that lack dynamic
interaction between the material and external inputs beyond what
has been pre-programmed through external protocols, such as light
signals or pressure patterns.

Thus, it will be paramount for future investigations, to focus on
design frameworks which have at their basic operational level a
built-in, local feedback control with the ability of modifying their
parameters over time based not on external intervention but rather
by integrating sensory information and actions as a single system
with local functional parts. For example, when a stimulus is
detected by a sensor, rather than relying on some pre-
programmed rule to dictate the system responses, the sensor itself
must respond with a self-adapting behaviour by actively changing
its internal parameters or states, while maintaining structural
integrity and robust responses over longer timescales. Such pro-
cesses are employed by living organisms (for instance, when
sensing and adapting with local memory, coupled with continuous
energy harvesting).

Similarly, living biological systems perform at their best by
an integration of external information with local internal
adaptation.56 For such purposes the building block compo-
nents themselves need to possess many degrees of freedom,
and integrate multiple functional behaviours within the smal-
lest possible scale units by proper organization of its materials,
composition and self-assembling processes.20,32

Future frameworks must explore mechanisms beyond rely-
ing solely on classical electrical or optical signalling pathways,
which often require centralized processing units and substan-
tial external energy inputs. This approach is often inefficient
and creates bottlenecks for truly autonomous operations that
could occur also by coupling nontrivial forms of information
transduction in micro components. Therefore, future research
should prioritize designing systems with minimal dependence
on external power or central controllers.87,88 An emphasis must
be placed on locally driven processes that leverage on inherently
available resources from a variety of internal material or
physical and chemical properties rather than complex external
or added components.

This pathway encourages exploration of signal propagation
based on material-based processes which directly transduce a
stimulus into a set of actions or a memory with time dependent
characteristics for autonomous functional devices. We also
must exclude the need for externally powered/controlled

digital/software components that rely on additional dedicated
systems which typically consume a lot of energy for their
operation and processing.

Another aspect is the criticality which can be an essential
part of the design. Operating near criticality is often assumed to
be advantageous for efficient computing.48,89 However, simpler
systems functioning outside the critical regime can be more
easily controlled and may still offer sufficient computational
capabilities for many applications.90,91 Consequently, future
research should investigate the role of criticality in intelligent
soft materials and determine whether it is a fundamental
requirement or simply one approach among many.

Transitions between ordered and disordered states of cog-
nizant systems are of considerable importance also for explicit
models of neural connectivity. There, one may ask how high
sensitivity for input patterns and the ability to switch focus
between tasks can be achieved.92 There are indications that the
optimally trained state is found between an overly ordered state
(overtraining) and a noisy state (undertraining), referred to as
the ‘‘edge of chaos’’93–95 by means of a Frobenius norm-based
criterion. The boundary between dominance of order and noise
is close to the optimally trained state,96 where the neural
network’s prediction is most informative for any new data
presented at the inputs.

New architectures and fabrication techniques should create
devices that display emergent behaviour while optimizing and
minimizing the energy needs, material requirements and com-
plexity. It should be an implementation of a real internal logic
that directly impacts the material’s physics rather than the
translation of sensor output via algorithmic calculation.

The proposed method to achieve this high-level cognitive
function demands exploration of new directions that involve
designing a material by taking its self-organization dynamics
with local energy sources and memory not as mere input–
output transduction parameters or isolated functionalities of
distinct units, but by making all these aspects as intrinsic
components.

Our focus here extends and refines classical views on
embodied intelligence97,98 emphasizing that the physical body
and its interactions are not mere peripherals but integral
components of cognitive processing. It highlights the potential
for intelligence to emerge even more deeply within the material
substrate itself, potentially minimizing or even eliminating the
need for a distinct, separable ‘controller’ or ‘brain’-like compo-
nent. While classical embodied intelligence often analyzes how
a given (often biologically inspired) morphology facilitates
computation performed elsewhere (e.g., in a neural controller),
we are specifically interested in scenarios where the material’s
physics performs the computation, stores the relevant history
(memory), and drives the adaptive response intrinsically.1,63

The evolution (learning) in such structures should not
require direct external intervention or external instructions
but instead rely on local feedback loops. Thus, in these systems,
intelligence must occur through the material’s inherent nature
and physics, and can be considered as ‘‘material-based intelli-
gence’’ using embodied strategies and autonomous behaviours
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based on the system’s physics as key components for complex
responses.

4.2. Material complexity

Biological systems self-assemble precisely and reproducibly into
a target structure to fulfil their functions. Examples range from
proteins to nucleic acids, membrane channels, and vesicles. This
self-assembly process is a remarkable result of a wide range of
reversible interactions (hydrophilic–hydrophobic, electrostatic,
hydrogen-bonds, van der Waals, etc.), each with very different
energy scales and ranges of action, all of which conspire to
achieve a unique and remarkably precise result. The holy grail of
material science nowadays is to attempt to reproduce this
process artificially across scales. Fig. 4 illustrates several exam-
ples of soft matter systems that conform certain aspects of ISM.

Most existing systems exhibit limitations regarding the pre-
cise spatial organization of multiple, varied building elements
that may work together in a synergistic way to obtain multi-
functional behaviour, as it is seen in biological systems.2,70

4.2.1. Hierarchy. Traditional engineering tends toward
homogeneity within materials, and while hierarchical systems
exist, they are usually built via top-down manufacturing by assem-
bling components from diverse origins based on pre-determined
functional units rather than exploiting synergistic properties emer-
ging at smaller scales using bottom-up approaches. Often, they rely
heavily on digital signal control, using specific types of electrical/
optical/mechanical interfaces. While this enables high function-
ality and performance, it can compromise system efficiency or

restrict device behaviour by a rigid structural design. Therefore, the
challenge of achieving material complexity lies in designing
systems from their core structure to enable higher-level self-
assembly with minimal components, through simple chemical
and/or physical couplings at the molecular level, leading to the
emergence of system-wide coordinated dynamics rather than a
complex set of steps. Such a process is based on the exploitation of
existing material properties, rather than the introduction of exter-
nal controllers and operations performed by separated units. It
involves rethinking architecture to focus on integration rather than
connection.

Yet, some indications of simple systems that may pave the
way along these lines do exist and are well known. For instance,
amphiphilic block copolymers100 represents a simple paradig-
matic example of a subunit that can be functionalized to achieve
a target structure. Even simple synthetic polymers appear to
share some similarities with biopolymers101 and their self-
assembly seems to obey some universal phase behaviour.102

4.2.2. Liquid environments and hydrodynamic interactions.
In many soft-matter systems, particles are suspended in a liquid.
This has important consequences for the dynamics, even in
passive suspensions. However, in active, non-equilibrium systems
it also affects structure and self-organization, in contrast to
passive systems, where the structural properties are independent
of the dynamics, a fundamental principle of statistical physics. In
intelligent active systems, hydrodynamic flows and interactions
affect the behavior in many ways:103–105 (i) propulsion flows can
lead to repulsion or attraction of neighboring microswimmers
(an example is the hydrodynamic starvation of fish larvae, as
hydrodynamics pushes away the food they are trying to capture).
(ii) Steering flows, which are required for active reorientation, can
modify the motion of neighboring particles. (iii) Hydrodynami-
cally generated torques can change the orientation of nearby
particles (implying, for example, that particles cannot move
cohesively through alignment steering alone, but in addition
speed adaptation is also required). (iv) Generation of strong fluid
jets, swirls, and active turbulence due to clustering and swarm
formation of many self-steering particles. This poses significant
challenges for intelligent agents navigating and maneuvering in
liquid environments, as they must overcome adverse hydrody-
namic effects and instead aim to exploit hydrodynamic forces to
their own advantage.

4.2.3. Functional integration. A key challenge in achieving
true material complexity is integrating essential capabilities
(Fig. 1) within a single unit or a small group of component
units. These units must contain multi-stimuli-responsive parts
while enabling synergistic effects between them. Instead of
relying on sequential, non-coupled blocks, the system should
facilitate different types of energy transductions. This approach
ensures that the output or behaviour of one part directly
influences another at its core without requiring additional
systems such as controllers, feedback mechanisms, or compu-
ters. Such functional integration is rather complex and may
require creation of novel chemical or physical interfaces where
materials mutually influence each other for more complex
information exchange.9

Fig. 4 Matrix of visual impressions of material and shape complexity: (a)
Polyelectrolyte filled non-biodegradable polyelectrolyte capsules in optical
phase contrast microscopy see ref. 99. (b) TEM image of tobacco mosaic
virus (c) optical micrograph of a microalgae (d) SEM micrograph of Janus Au/
Pt colloidal particles (CNRS), scale bar 1 mm. (e) SEM micrograph of BiVO4
particle (f) SEM image of Nafion based nanopillar arrays, see ref. 79 (with
permission from the Royal Society of Chemistry). (g) SEM micrograph of SiO2

spheres (h) SEM micrograph of Au plates (i) SEM micrograph of assembles iron
hydroxide rods, unless otherwise indicated, all scale bars are 2 mm.
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Current experimental realizations of complex behaviour are
typically achieved through the assembly of independent
units,72,106–110 each contributing a well-defined part or step in
the overall cycle. This creates devices that perform operations
or behaviours in a step wise manner at discrete spatial and
temporal points but lack the ability to dynamically couple
behaviours through self-organized processes, as is commonly
observed in living matter, which features inherent feedbacks
and cross-communication capabilities.56,88

4.2.4. Beyond centralised control. Future designs should
also explore mechanisms by which different responses are
triggered by external parameters with graded behaviours rather
than binary states. This could involve local signal processing
units where the output of one stage will become the input of the
other using a network structure with multiple interactions and
pathways to modulate responses. In doing so, it would emulate
important aspects of biological material behaviour, which rely
on coupled information pathways to achieve higher performance
while minimizing noise from the local environment.111

We need new architectures that explore designs where all
structural components contribute to functionality, rather than
relying on specialized functional units. This approach would
reduce the number of components needed to achieve functional
complexity, allowing shared functions to emerge from the archi-
tecture itself. Additionally, local nonlinear responses to various
stimuli should be achieved by altering the material’s internal
structure, which in turn changes the system’s behaviour. Finally,
the design should move beyond singular response mechanisms to
develop multimodal responsive materials, not only by acting and
changing mechanical or electrical properties based on a specific
trigger but also responding through the all-encompassing variety
of material capabilities when exposed to multiple simultaneous
types of triggers. Therefore, an important criterion would be
creation of material systems that can respond through multiple
modalities such as light, temperature, mechanical or chemical
stimuli, all arising from similar or interacting structures that act
on local parts of the material itself.32

A future direction must also prioritize designs, which promote
new levels of dynamic changes with both spatial or temporal
features to create versatile functional behaviour rather than
discrete changes with limited scope. Furthermore, these func-
tional parameters should appear spontaneously without explicit
external programming or guidance, i.e. the system should show
the capacity to create dynamic configurations that can also self-
regulate locally, maintaining robust, efficient and predictable
operation while performing sophisticated behaviours.20,31

4.3. Energy management

One of the definitions of embodied intelligence as a goal-
directed exchange of energy and information112 suggests that
it is fundamentally grounded in the physical processes of
energy transduction, utilization, and information acquisition
required to achieve goals within environmental constraints.
As explored in recent works,113,114 the thermodynamic costs
associated with sensing, computation, actuation, and adapta-
tion are not merely overheads but fundamental constraints

shaping intelligent behavior. Biological systems, driven by
evolutionary pressures, exemplify extreme energy efficiency,
providing a benchmark and inspiration for ISM. Therefore,
designing ISM requires moving beyond simply supplying power
towards optimizing the entire energy workflow from harvesting
ambient energy to minimizing dissipation during information
processing and maximizing useful work output, all within the
framework of achieving the system’s objectives.

4.3.1. Energy harvesting. Energy autonomy stands as a critical
yet often under-addressed factor in current ISM prototypes.36,115

While there are examples of energy harvesting materials at small
scales such as those converting light or chemical energy into
driving forces for micro robotics, it is generally inferred that energy
efficiency is an advantage of minimal computational units.70

However, most research on ISMs has not properly quantified the
energy requirements for system operation, nor have these systems
been explicitly designed to harvest power for perpetual operation.
This limitation is notable because, in most instances, present ISM
implementations are heavily dependent on external energy sources
to power their actuation, sensing, and computational processes.9,88

This external reliance not only limits scalability for real-world
deployment but also inherently undermines true autonomy, parti-
cularly in situations requiring long-duration operation in remote
locations or resource-constrained scenarios. A fundamental shift
in design approach should focus, instead, on integrating self-
powering mechanisms directly within the material architecture.
By analogy, in living organisms, self-sufficiency for energy needs
and homeostasis is a fundamental requirement for their survival
in absence of continuous and direct ‘‘human control’’.56,69 There-
fore, any practical implementation of ‘‘cognitive and adaptive
characteristics at material level’’ requires incorporation of efficient
processes that harness energy directly from the environment
without externally supplied energy sources that pose major opera-
tional limitations.9,88 For example, biological systems can harvest
energy from their environment through photosynthetic or oxida-
tive mechanisms.

4.3.2. Non-equilibrium states. A critical aspiration for
advanced material intelligence, is the ability to maintain complex
organization and function persistently far from thermodynamic
equilibrium.116,117 This requires a continuous energy throughput
to counteract the universal tendency towards decay and disorder
dictated by the second law of thermodynamics.35,118 Consequently,
any material system exhibiting autonomous adaptation, computa-
tion, or self-maintenance must operate as an open system, harnes-
sing energy fluxes to sustain a non-equilibrium steady state (NESS)
or to engage in dynamic, non-equilibrium processes.119

However, maintaining NESS and performing functional tasks
incurs thermodynamic costs, fundamentally linked to energy
dissipation and entropy production.34,36,120 This presents a sig-
nificant challenge and a key differentiator between current
‘‘smart’’ materials and the vision of cognizant matter. Many
contemporary active or responsive materials, while functional,
are often highly dissipative or energy-intensive. For example,
memristive and nanowire networks consume energy during state
switching and readout;10,121,122 electrothermal actuation in soft
robots often suffers from significant heat loss;51,123 and chemically
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propelled microswimmers typically exhibit very low chemo-
mechanical energy conversion efficiencies due to viscous dissipa-
tion at low Reynolds numbers.70,124,125

Furthermore, many current systems operate robustly only
within narrow, externally maintained parameter regimes. The
trade-off between the energy required for processing (e.g., switching
a state, performing a computation, achieving a certain accuracy)
and the robustness or reliability of the outcome often limits the
adaptability and broad applicability of these systems.87,126 This
reliance on precisely controlled external conditions contrasts shar-
ply with biological systems that maintain function across wider
ranges, often by dynamically regulating their internal state and
energy usage. Therefore, a crucial direction for advancing material
intelligence is the development of materials and systems capable
of achieving optimally working NESS. This implies minimizing
unnecessary energy dissipation while maximizing functional per-
formance (e.g., computational accuracy, adaptive capacity, robust-
ness) within the constraints imposed by physics.

4.3.3. Active local units. Future design should also con-
sider implementation of active, local units that serve as energy
transducers of locally available chemical and mechanical
energy and rely on internal dynamic mechanisms of materials
for core operations instead of using any active external control
components with their specific hardware requirements (such
as batteries and microcontrollers).61,127,128 Ideal targets for the
design of intelligent soft matter systems should focus on
minimal energy designs. These materials should be capable
of exploiting gradients or other environmental energy sources,
such as mechanical stress, light, temperature variation, and
chemical/pH gradients. This energy would be used to power
memory storage, computation, and actions.

For instance, in active photonic-based materials, coupling
with light energy can enable multispectral light harvesting and
wave modulation. Newly designed materials with self-organized
structures may convert radiation from diverse wavelengths into
localized internal energy, while also exhibiting dynamic
material-based behaviours.129 This approach eliminates the
need for external electrical sources to deliver energy to localized
regions or to trigger specific actions. Instead, energy supply
becomes an autonomous integrated process driven by internal
chemical, thermodynamic, or photonic mechanisms embedded
as internal building blocks within the material’s architecture.

As a result, we must go beyond existing concepts of actively
driven materials to those that extract power from their environ-
ments. Power extraction must also occur locally, with appro-
priate management of energy production (chemical, optical or
electrical), transport, and consumption at the micro level of an
intelligent material, rather than relying on external devices
coupled to an electronic system for power.

The interplay between entropy and information processing is
central to understanding the emergence of intelligence in soft
matter. Entropy production, traditionally a measure of disorder, is
reformulated as a driving force for self-organization, in direct
relation with information, where the processing and storage of
information become thermodynamically relevant operations.87,130

As highlighted by fluctuation theorems and minimal models in

stochastic thermodynamics,58 minimizing entropy production –
or, dually, maximizing entropy under constraints–becomes a
crucial principle in understanding the energetic costs associated
with accurate and reliable information handling. In polymer
systems, for instance, non-equilibrium states, representing a form
of a ‘‘memory’’, can be understood as states of reduced conforma-
tional entropy, stabilized over long timescales, reflecting the
system’s past history and interaction with external parameters
such as shear rate, evaporation rate, mechanical stress or
temperature.8,66,131,132 Exploiting the inherent link between infor-
mation and entropy could lead to the development of material-
based computational platforms. These platforms would enable
efficient, low-power data processing in complex and dynamic
environments. Instead of relying solely on algorithms, they would
harness their own physical and chemical properties for adaptation
and optimized responses. These responses would be intrinsic to
the system’s architecture rather than merely externally added or
pre-programmed elements.

Sensing, recording, actuation, and communication (Fig. 1)
in any intelligent system are inherently thermodynamic pro-
cesses that necessitate a continuous flow of information and
energy.126 These fluxes must be carefully balanced, or ‘‘bud-
geted’’ at the mesoscale levels within any given design, for the
functional material system to efficiently transduce, propagate
and utilize energy and information within each operation cycle
and to avoid undesirable dissipation for scalable low-power
implementations. Such balance is naturally achieved in living
systems through metabolic pathways,69 where energy fluxes are
optimized to sustain cellular functions. Therefore, any new
generation of ‘‘cognizant’’ material systems will also need to
integrate these fundamental rules if truly high efficiency, scal-
able and robust technological outcomes are expected—mirror-
ing, in that context, a more natural biological blueprint.

For example, quality-dissipation trade-offs128 represent a
fundamental principle for designing energy-efficient and reli-
able ISM systems.36 According to thermodynamic uncertainty
relations, improved functional performance, such as enhanced
sensing accuracy or faster information transfer rates, must be
compensated by increased entropy production (dissipation)
and higher energy expenditure within the system.88 This
implies an intrinsic thermodynamic cost associated with ‘‘intel-
ligence’’ of material operations, particularly in non-equilibrium
conditions. It highlights the critical importance of energy
optimization strategies in ISM design, where the balance
between computational accuracy, response speed, and ener-
getic cost determines the efficiency and practicality of such
technologies.36

4.4. Integration complexity

Integration complexity, along with material compatibility is a
considerable limitation to further implementation of complex
and truly self-organizing materials. Most devices lack hierarch-
ical component organizations and a clear control of component
interface (i.e. a high level of architectural heterogeneity using
multiple functional parts) by usually depending on uniform
structures with limited types of signal transfer and without
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spatial organization. To enhance such integrated behaviour, we
need materials design strategies where structural elements, as
well as their functions and properties, are combined through
new design rules that do not require rigid pre-determined
assembly protocols, allowing for an easy production or design
of complex architectures. Further limitations stem from sepa-
rated approaches where sensors and actuators have specific
designs and are put together in a single device, leading to
bottlenecks in performance due to their material/electrical
compatibilities or due to lack of integration of a single ‘‘active
element’’ (e.g. material system which possesses all properties,
not separately created in multiple isolated areas).2,58,133

Instead, to have better outcome in terms of integration at a
system level, such architecture requires creating modules with
all functions in same building blocks. Ideally each part of an
integrated unit would have also their own inherent mechan-
isms to change its structure and adapt for different functions
locally. For example, this could be a set of molecules (proteins,
peptides) creating tuneable interactions among themselves that
act like integrated circuit-based logic but all are coupled by
material design and responses, that should also act as trans-
ducers with minimal external parts or components to be wired
or controlled using external computation resources. The cur-
rent implementation strategies that rely on multilayer struc-
tures or multi steps are also challenging in their manufacturing
throughput and system fragility or limitations due to compo-
nent complexity for large-scale implementation. Furthermore,
such limited degree of component interactions reduces greatly
the potential functionality of such system if compared with
biological models where different protein or DNA chains with
multiple levels and degrees of connections are employed. We
need integration without compromising any individual func-
tional performance in any module but with their mutual
connections playing a new role by a modular approach that
gives versatility to the whole design paradigm.

Several examples of integration and material compatibility
have been realized. For example, the colloidal assembly strategy
allows for the integration of different functional agents and
responsive mechanisms within a single system, resulting in
multi-functional colloidal assemblies for complex tasks such as
drug delivery134–137 or elasto-active structures138 leveraging
nonlinear elasticity for directed movement.

Hierarchical structures, such as fractals, have been demon-
strated to enable multi-band operations in antenna design.139

This principle extends to plasmonic sensors, where fractal
designs of plasmon nanoparticles have been extensively explored
to achieve multi-wavelength sensing capabilities.129,140,141 Ana-
logously, fractal nano resonators exhibit142 a broadband fre-
quency response spectrum with high quality factor resonance
peaks. These localized vibration modes can potentially function
as multi-band mechanical sensors, capable of simultaneously
measuring force, mass, or chemical compounds. Furthermore,
the broadband spectrum of these mechanical fractal resonators
opens possibilities for multi-band energy harvesting. Fabricating
such devices using CMOS piezoelectric materials, as is achiev-
able with piezoelectric micromachined ultrasonic transducers

(PMUTs),143 also allows miniaturization of these devices. The
feasibility of this concept has also recently been verified at the
macroscale.144,145

Integrated sensing and actuation allow materials to respond
dynamically to environmental changes, enhancing their adapt-
ability and functionality. Precise manipulation of soft matter
units, such as cells and microdroplets, can be achieved with
active dielectrophoretic (DEP) forces. Spatial and temporal mod-
ulation of the applied electric fields allows real-time control over
particle movement, enabling tasks such as sorting, trapping, and
assembly within microfluidic devices.146 Insulator-based dielec-
trophoresis (iDEP) facilitates particle manipulation without the
need for embedded electrodes, making it particularly valuable for
bioengineering applications, including diagnostics and tissue
engineering. A critical parameter for fine mechanical control in
these systems is the zeta potential, which depends on the surface
charge of particles and influences their stability, aggregation, and
interactions between different phases in the system. Accurate
measurement of zeta potential is essential for designing and
optimizing intelligent soft matter building blocks.147 Electroki-
netic actuation could significantly expand the potential for creat-
ing intelligent soft matter capable of reacting and adapting to
dynamic, noisy environments.

Another platform for programming decision-making in
autonomous soft matter is the liquid droplet system that can
be designed to be sensitive to various environmental signals
such as pH and salt gradients and translate this external
information into droplet motion.148,149 Both passive droplets
that purely respond to external stimuli through chemotaxis150

and active droplets that contain chemical potential for auton-
omous motion are good examples of the integration of sensing
and actuation. The next steps in developing these system would
be to demonstrate decision-making in the presence of various
stimuli and changes of internal state of the droplets.148,151

As mentioned, chemically triggered mechanisms are key
ingredients for conferring autonomy to micro- and nanosys-
tems. For instance, catalytic reactions occurring at the surfaces
of nano and micron scale soft matter particles suspended in
fluid, provide various mechanisms for the production of rapid
motion, which rely on self-generated gradients.70 It is well
established that the details of the catalytic reaction, the catalyst
distribution, the overall shape and size of the soft matter, and
the surrounding environment properties can be used to control
the type of motion produced. Demonstrations include the
ability to engineer the relative amount of translational and
rotational thrust, bias motion with respect to gravitational
fields, and exploit topographical guidance.152 External stimuli
such as magnetic fields can alternatively be used to steer
catalytically propelled devices in 3D paths, but with reliance
on external actuation and control.45

Additionally, new scenarios for chemical gradient activation
are emerging in the field, such as polymeric micro/nanosys-
tems activated by ion-exchange reactions.127 These approaches
offer alternative strategies to catalytic methods, which can
sometimes be limited by issues like salt tolerance or the
availability of innocuous fuels, especially challenging for bio
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applications.153 For instance, it has been demonstrated that
asymmetric ionomeric micro/nanostructures are active, regener-
able swimmers that are activated by salts. These structures can
interact with one another, generate gradients, sense local con-
ditions, self-organize, adapt their velocity, and form collective
behaviors, such as motile swarms that change speed in response
to their size and shape.79 These systems have the advantage of
being versatile in terms of manufacture, size, and shape, and
they can be modularly coupled with different inorganic, organic,
and biomaterials to enhance their sensing capabilities and
multifunctionality. Furthermore, they can be equipped with
components that induce oscillatory reactions, which provide
dynamic regulatory and feedback mechanisms. Oscillatory reac-
tions can generate spatial or temporal patterns, such as chemical
waves, which can be harnessed for encoding information or
guiding the nanomotors in specific tasks. For example, periodic
changes in chemical gradients could control propulsion speed,
directionality, or interaction strength with other particles. By
coupling with shared oscillatory fields, multiple nanomotors
could enhance collective behaviours, such as synchronized
oscillations or dynamic clustering. This coordination could lead
to emergent intelligence, enabling the system to exhibit complex
problem-solving or adaptive behaviours.

Emergent dynamics and self-organization in ensembles of
self-steering cognitive active particles154,155 addresses the ques-
tion how the properties and interactions of individual cognitive
particles – such as vision-guided pursuit, parallel alignment with
neighbours, and resulting steering torques78,156,157 determine
the cohesion and collective behaviour of crowded systems and
swarms.81,156,158 It will take some time to design and engineer
microbots which have all these functionalities, and ‘‘millibots’’
are more likely candidates where this can be achieved in the
foreseeable future, but it is important to explore types of
emergent collective behaviours in simulations now, in order to
provide guidelines for microbot design. Ensembles of active self-
steering particles can self-organize into dynamic structures that
exhibit cognitive functions, such as learning from task perfor-
mance and adaptation to changing environmental conditions.
The emergence of such coordinated functionalities from simple
constituent behaviours underscores the potential of decentra-
lized intelligence (also called distributed computing) in achiev-
ing sophisticated material responses without centralized control.

In the context of intelligent systems, navigation would
ideally be performed autonomously, without external guidance,
to enable soft matter devices to identify and seek their own
target locations.128 While the full manifestation of this goal
may require incorporation of memory and processing capacity,
it is interesting to explore the limits that can be achieved using
only a responsive and local environment sensing material. One
example is catalytic micro-swimmers, that expand and contract
in response to local pH variations. These devices were shown to
be able to autonomously accumulate in low pH regions and
autonomously modulate the release rate of encapsulated
cargo.159 This mechanism can enable devices to follow a
stimulus that moves and varies in strength with time, and so
provides a useful, responsive navigation capacity. Envisaged

augmentations to this system include incorporating autono-
mous temporal responses via enzymatic ‘‘clock’’ reactions and
using variations in the encapsulated cargo release rate to
facilitate collective behaviour via intra-device signalling, in
analogy to quorum sensing.

4.5. Scalability

A crucial aspect for the next step in material intelligence is
scalability and how to keep device operational ranges in
extended scale with a reliable architecture design. Practical
challenges in scaling include limitations of top-down nanofab-
rication methods that often demand expensive cleanroom
resources, hindering high-throughput production of systems at
nanoscales.40 Mass production and consistent replication of
complex, hierarchical architectures with a large number of
interconnected components and precise control over local prop-
erties and geometries remain a major obstacle to overcome.

Self-organization-based techniques that rely on basic physi-
cal or chemical driving forces could address this challenge by
allowing building blocks to spontaneously arrange through
interactions at the component level or with the environment,
leading to macroscopic behaviours without many intermediate
steps during their fabrication.24 While self-organization tech-
niques offer pathways to scalable manufacturing, achieving
reliable and reproducible control over emergent behaviours
and material qualities at large scales is another set of chal-
lenges for scaling that must be solved.98

Scaling down to micro- and nanoscales introduces further
fundamental and technical constraints, related to the increas-
ing influence of thermal fluctuations and stochasticity at
smaller dimensions, which are often neglected or simplified
at larger scales. At reduced scales, standard methods based on
classical, digital electronics for precise control, and high energy
efficiency may also become less viable. In these regimes,
quantum effects, molecular-level interactions, and surface
forces become dominant, demanding new fabrication methods
that must go beyond current high-resolution printing and
nanofabrication limits.9,27

To build scalable material designs, new minimal units that
can interact by using common mechanisms rather than very
limited single-component-specific interactions should be
favoured, with an emphasis on modularity with a simple set-
up procedure without the need of calibration with specific
environmental control (i.e. use more natural physics/chemistry
phenomena as much as possible as control mechanisms). A
good implementation should aim at low resource requirement
such as: using inexpensive and robust (stable at different
experimental/operating conditions) starting materials and reac-
tions, low temperature implementation, and a minimization of
waste products.

4.6. Durability and stability

Another important limitation for present soft ‘‘intelligent mate-
rials’’ is related to longevity or robustness during complex,
diverse and variable operating settings. Often materials are
fragile, have limited stability during environmental changes,
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or show fast degradation under physical or chemical harsh
treatments.

Moreover, any realistic system should also possess a level of
noise resilience for variations in its chemical and electrical
properties due to long operations times or large volume sys-
tems. The new material implementation must then adopt
approaches that create some form of implicit auto calibration
of the materials by incorporating components with adaptive
capabilities that account for system changes, such as using
active polymer chain configurations (i.e. materials that adopt
energetically favorable shapes and return to them even when
perturbed) for memory storage or in self-regenerating or healing
matrices (e.g. self-assembling of material where the materials
can self-organize and also produce components of their own
matrix to restore previous structures). Locally available free
energy should be used to maintain functionality under dynamic
and variable conditions of operations to maximize system per-
formance and stability during the full operation range without
failure. In contrast, to achieve such robust behaviour, it is also
necessary that materials or building units that will act as the
‘‘components’’ (sensors, processing or memory units) of this
system possess inherent material-based properties that allow
them to self-calibrate locally based on internal dynamical para-
meters without reliance on an external process.

For intelligent soft matter to be practically viable, future
systems must extend beyond mere responsiveness and exhibit
robust, self-improving, and stable operation over extended
durations.56,133 This necessitates a shift towards material archi-
tectures capable of self-regulation, wherein the system auton-
omously maintains functionality and stability in the face of
perturbations, damage, and dynamically changing operational
environments.20,35 Such robustness might be achieved through
exploring designs that draw inspiration from self-regulating
biological systems.70 For instance, materials with inherent
structural self-regulation could be implemented via dynamic
crystallization, self-limiting chemical reactions, or leveraging
non-linear feedback mechanisms in phase-separated fluids and
solid-state systems to ensure longevity and reliability without
constant external adjustments.24,160 A central challenge lies in
developing materials with inherent physical properties that
robustly respond to external and internal signals in a consistent
manner over long time periods while maintaining their func-
tional integrity without degradation, much like biological sys-
tems maintain homeostasis even when facing complex and
changing environmental pressures.

5. Conclusions

ISM is set to transform materials science, not only by integrating
cognitive capabilities traditionally associated only with living
systems, but also by introducing groundbreaking potential for
autonomous, adaptive, and self-aware materials. While current
research predominantly focuses on macroscopic demonstrations
of sensing, actuation, and memory, we invite the exploration of
the unique opportunities that emerge at the nanoscale. We argue

for a paradigm shift that embraces intrinsic stochasticity and
fluctuations as integral design elements, propelling the develop-
ment of intelligent soft matter capable of advanced functionalities
by exploiting the huge numbers of interacting units available at
the nanoscale. Unlike traditional materials, ISM moves beyond
passive responsiveness towards dynamic, evolving functionalities,
either by mimicking the sophisticated behaviour of biological
systems, or by embedding synthetic intelligence within the mate-
rial itself. The interplay of distributed processing, complex net-
work topologies, and the inherent material dynamics of intelligent
soft matter establishes the foundation for novel computational
paradigms and versatile sensing and actuation functionalities,
with no analogues in traditional approaches. This form of dis-
tributed control, combined with non-linear system dynamics,
unlocks the potential for self-learning and adaptation, enabling
a variety of cognitive behaviours to emerge without the need for a
central control or ‘‘brain’’.

This perspective delves into the thermodynamic founda-
tions, bio-inspired designs, advanced material developments,
and computational intelligence that underpins this new fron-
tier. By addressing current challenges and highlighting future
directions, we envision a future where intelligent soft matter
integrates seamlessly with our world, enabling transformative
applications across diverse fields.
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Nat. Mater., 2019, 18, 1244–1251.
126 Q. Yu, A. B. Kolomeisky and O. A. Igoshin, J. R. Soc.,

Interface, 2022, 19, 20210883.
127 M. J. Esplandiu, D. Reguera and J. Fraxedas, Soft Matter,

2020, 16, 3717–3726.
128 L. Cocconi, B. Mahault and L. Piro, New J. Phys., 2025,

27, 013002.

129 F. De Nicola, N. S. Puthiya Purayil, V. Miŝeikis, D. Spirito,
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